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Abstract The performance of Becke’s half-and-half
functional, BHandH, for description of non-covalent
interactions is reported, using high-level ab initio results
as benchmarks. Binding energies are found to be well
reproduced for complexes that are bound predominantly
by dispersion, whereas significant and consistent overes-
timation is observed for hydrogen bonded complexes.
Overall, the mean average error is around 2 kcal mol−1, for
all basis sets considered. The effect of changing the
proportion of exact and Slater exchange in the functional
is shown to alter the balance of description of hydrogen
bonded and dispersion bound complexes, but does not
improve the overall performance. However, a simple
multiplicative scaling of binding energies is possible, and
reduces the mean average error to less than 1 kcal mol−1.
The performance of the BHandH functional for geometry
optimization was also studied, and in almost all cases the
difference from ab initio geometries is small, with root
mean square deviations of between 0.05 and 0.20 Å.
Harmonic frequency calculation allow us to check whether
optimized geometries are true minima at this level, and to
estimate the zero point vibrational energy change on
binding.
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Introduction

Non-covalent interactions such as hydrogen bonding and
π-stacking play a crucial role in a wide range of
phenomena, not least in the structure and function of
biomolecules, including peptides, proteins and nucleic acids
[1]. Hydrogen bonding controls the backbone structure of
protein chains, and is also responsible for correct recogni-
tion of bases within DNA, while π-stacking interactions
stabilize the double-helix structure of DNA. Theoretical
interest in characterizing such interactions is therefore
longstanding and intense. The energetic stabilization due
to non-covalent interactions is clearly of prime importance,
and has probably received most attention. Other aspects,
including geometrical preference, origins of stabilization,
and characterization within the context of multiple inter-
actions, are also important and have been studied in depth.

The current state of the art in theoretical study of non-
covalent interactions is summarized well by the recent work of
Hobza and co-workers [2]. Correct ab initio description of
both hydrogen bonding and π-stacking requires large basis
sets and at least some degree of electron correlation, as well
as some account of basis set superposition error (BSSE). The
energy and geometry of hydrogen bonds is well described
using second order Møller-Plesset perturbation theory (MP2)
and moderately large basis sets (Dunning’s augmented
triple-ζ or similar) [3]. In contrast, MP2 fails to give a proper
quantitative description of π-stacking, even after extrapola-
tion to the basis set limit. Instead, coupled cluster methods
such as CCSD(T) are required for accuracy, which is typically
achieved through use of corrections with smaller basis sets. In
establishing these requirements, Hobza et al. have published
databases of interaction energies for complexes incorporating
all the important classes of interactions, which form the basis
of the tests reported in this work [4].
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In recent years, our group (amongst many others) has
reported methods that attempt to allow study of non-
covalent interactions without the need for very large basis
sets or computationally expensive coupled-cluster methods.
Density fitting (alternatively termed resolution of the
identity by some authors) replaces expensive 4-index
2-electron integrals with a combination of 2- and 3-index
ones, thus reducing the time required for the MP2
calculation by around an order of magnitude [5–7]. Local
correlation methods use localized orbitals to restrict the
excitations to sets of virtual orbitals (domains) that are
spatially close to the occupied orbitals, and in doing so
further reduce computational cost [8–12]. Additionally, the
local construction also effectively eliminates BSSE when
used with moderately large basis sets. The combination of
density fitting (DF) and local electron correlation (L) MP2
methods, known as DF-LMP2, reproduces counterpoise
corrected canonical MP2 potential energy surfaces for the
benzene dimer [13]. Spin-component-scaling MP2 (SCS-
MP2) methods scale the same-spin and opposite-spin
electron pair contributions to the correlation energy by
different factors [14], with a set of scaling parameters
optimized for stacking interactions in nucleic acids known
as SCSN [15]. This DF-SCSN-LMP2 method agrees with
estimated CCSD(T) data for Hobza’s S22 set of non-
covalent interactions with a mean error of 0.27 kcal mol−1.

A second strand of research that shows promise is the
use of density functional theory (DFT). Standard methods
of DFT perform well for hydrogen bonding, but fail
completely in their description of π-stacking [16]. This
failure is generally ascribed to the lack of dispersion in
Kohn-Sham DFT. Several authors have therefore con-
structed methods that include dispersion-like terms in
DFT, via Lennard-Jones or similar parametric forms [17–
19]. Another approach varies the description of exchange
within the exchange-correlation functional to mimic the
effects of dispersion [20–22]. Within the various methods
to take this approach, we showed that Becke’s half-and-half
functional, BHandH [23], performs surprisingly well in
describing π-stacking interactions, performing better than
MP2 on average across a wide range of stacked complexes
[24]. However, BHandH consistently overestimates the
strength of hydrogen bonds, leading to an imbalance
in description of structures where both stacking and
H-bonding are present. Previous work has shown the
importance of environment (water, counterions etc.) in
reproducing experimental data for the interactions within
and between DNA strands [25, 26].

Finally, we have also employed electron densities within
the framework of Bader’s quantum theory of atoms in
molecules (QTAIM) [27, 28], to further characterize and
predict the strengths of non-covalent interactions. This is
based on the concept of critical points in the electron

density, i.e. points where ▿ρ=0, which can be used to
unambiguously identify bonding interactions, including
those in non-covalent interactions. As shown in many
previous studies [29, 30], hydrogen bond strengths are
closely related to properties at critical points of bonds
involved in the H-bonds. In testing the BHandH method,
we observed similar relations for π-stacked complexes [24].
For instance, the number of bond critical points observed
increases with interaction energy, as does the total electron
density summed at these points. A potential advantage of
this approach is that the shortcomings of BHandH for
H-bonding could be avoided by fitting DFT density
properties to MP2 or CCSD(T) quality energies.

In this work, we test the performance of BHandH in
calculating the energy, geometry and electron density of
complexes bound by non-covalent interactions.

Methods

All DFT calculations were performed using the Gaussian03
suite of programs [31], while DF-LMP2 (and SCS variants
thereof) benchmark data were produced with the Molpro
package of ab initio programs [32]. Initially, energies and
electron densities for the “S22” benchmark data set were
calculated at the geometries reported in ref. [4] without
modification, incorporating the point group symmetry
indicated in that work. BSSE was accounted for using
the counterpoise method [33]. Basis sets employed were
6-31G(d), 6-31+G(d,p), 6-311++G(d,p) [34, 35], and aug-
cc-pVnZ (n=D, T) [3]. Subsequently, the geometry of each
complex was optimized using BHandH/6-311++G(d,p),
starting from the literature structure, and the resulting
structure checked via harmonic frequency calculation using
ultra fine grid for integration. Root mean square deviation
(RMSD) between these structures was calculated using the
Chemcraft package [36].

All DF-LMP2 calculations were carried out following
the same procedure as that outlined in ref. [7] and employed
the aug-cc-pVTZ orbital basis sets [3]. Density fitting
approximations were enabled in the MP2 and HF steps of
the calculations with the use of the aug-cc-pVTZ MP2-
fitting auxiliary basis sets of Weigend et al. [37] and the
cc-pVTZ JK-fitting auxiliary basis sets of Weigend,
respectively [38]. Orbital localization was performed with
the method of Pipek and Mezey [39] implemented with a
Newton-Raphson algorithm to ensure convergence. Further
problems in the generation of localized orbitals were
avoided by eliminating the contribution of the diffuse basis
functions to the convergence criterion. The local correlation
domains were selected following the procedure of
Boughton and Pulay with a completeness criterion of
0.985 [40] and the merging of rotationally invariant
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domains in delocalized π-domains. DF-LMP2 binding
energies were calculated at both literature and optimized
geometries.

Atoms in molecules analysis on BHandH calculated
electron densities was carried out using the AIM2000
package [41], allowing visual identification of all bond
critical points (bcp’s) involved in intermolecular interac-
tions. Properties at these bcp’s, most notably the electron
density, were calculated and used as descriptors of binding
energy, as previously demonstrated [24].

Results and discussion

Table 1 reports the mean and mean absolute errors (ME and
MAE) of binding energies across the whole S22 set of
model complexes, using BHandH with various basis sets at
the literature geometries. In addition, this set can be broken
down into seven complexes dominated by hydrogen
bonding (HB), eight bound largely by dispersion forces
(Disp), and seven where both types of interaction are
important (Mix). This data shows that the average absolute
error across this varied set of complexes varies only slightly
with basis set, in a range of 2 to 2.5 kcal mol−1. Inclusion of
diffuse functions improves predictions for HB and Disp
complexes, but not for Mix, while f-type basis functions
give slightly improved predictions for all three classes. The
average error is uniformly positive, indicating that BHandH
tends to over-bind the complexes.

Errors in the binding energies of hydrogen-bonded
complexes are large for BHandH, on average around
5 kcal mol−1, but are much smaller for dispersion bound
and mixed complexes. To put these values in context, MP2
binding energies extrapolated to the basis set limit (taken
from ref. 4) gives MAE=0.80 (all), 0.15 (HB), 1.51 (Disp),
and 0.64 (Mix). It should be noted that the MP2/CBS
estimates were recently updated by Marchetti and Werner,
using explicitly correlated methods and accounting for
errors related to the uracil dimer that were present in the
original paper (see ref. 42 for further discussion). Thus,
BHandH provides binding energies of much poorer quality

than MP2 for H-bonded complexes, but performs rather
better than MP2 for dispersion bound complexes, where
MP2 is known to over-bind [2, 23], while the two methods
give comparable performance for mixed complexes. In
general, the smallest basis set 6-31G(d) gives significantly
larger errors than all others, in accord with our first paper
on BHandH, in which at least one diffuse function on heavy
atoms was required for reasonable accuracy. Mean coun-
terpoise corrections are small, varying from 1.94 kcal mol−1

for 6-31G(d) to 0.49 kcal mol−1 for 6-311++G(2df,2p).
In our initial study of BHandH [24] it was concluded

that the good performance for π-stacking stems from the
use of local exchange, since the purely local density
approximation (LDA) also gave reasonable results for the
benzene dimer. This suggests that the performance of
BHandH-like hybrid functionals may be tuned by altering
the amounts of exact and Slater exchange employed.
Table 2 reports errors for various combinations of exact
and Slater exchange in the functional, keeping the LYP
correlation functional throughout. This analysis reveals that
increasing the amount of LDA exchange leads to worse
predictions for all three classes of interaction. Increasing the
amount of HF exchange improves performance for
H-bonded and mixed complexes, but degrades that for
dispersion bound ones. Indeed, Table 2 makes it clear that
BHandH as originally defined includes close to the optimal
amount of HF and LDA exchange for the S22 set. The
overall error is reduced slightly with increased fractions of
HF exchange, but the gains are small.

The fact that BHandH consistently over-binds non-
covalently bound complexes in general (just 2 out of 22
complexes are predicted to be under-bound) suggests that
prediction of binding energy made using this functional can
be simply scaled by a multiplicative factor to improve
performance. As shown in Fig. 1, this is indeed the case:
the line of best fit is some way from the ideal y=x line, but
fits the data well, with R2=0.971 and MAE=0.83 kcal mol−1.
Thus, this scaling process reduces the overall error by
more than half. It is also possible to individually scale the

Table 1 Mean and mean absolute errors for S22 binding energies at
literature geometry, using BHandH with various basis sets (kcal mol−1)

ME MAE MAE MAE MAE Mean
HB Disp Mix BSSE

6-31G(d) +1.73 2.40 5.22 1.08 1.10 1.94
6-31+G(d,p) +1.90 2.12 4.89 0.60 1.10 0.59
6-311++G(d,p) +1.93 2.10 4.81 0.54 1.16 0.70
6-311++G(2df,2p) +1.81 1.99 4.58 0.55 1.05 0.49
aug-cc-pVDZ +1.79 2.00 4.65 0.56 1.00 0.73

Table 2 Effect of variation of the amount of HF exchange contained
in the BHandH functional for S22 binding energies, with 6-31+G(d,p)
(kcal mol−1)

%HF, LDA ME MAE MAE MAE MAE
HB Disp Mix

30, 70 +3.06 3.06 6.30 1.31 1.83
40, 60 +2.47 2.52 5.57 0.79 1.46
50, 50 +1.90 2.12 4.89 0.60 1.10
60, 40 +1.36 1.93 4.25 0.89 0.80
70, 30 +0.84 1.88 3.65 1.36 0.72
80, 20 +0.35 1.86 3.09 1.86 0.64
90, 10 -0.11 1.89 2.56 2.40 0.63
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different classes of complex. The best fit for dispersion
bound complexes is very close to y=x, while for H-bonded
and mixed complexes this is closer to that shown in Fig. 1.
These fits give mean absolute errors of 0.60, 0.43, and
0.36 kcal mol−1 for dispersion, H-bonded, and mixed
complexes, respectively.

In addition to direct calculation of interaction via the
supermolecular approach, our first paper on BHandH [24]
set out a surprisingly accurate correlation between interac-
tion energy and the sum of the electron density at all bcp’s
found in the electron density of stacked complexes. This
relation is summarized in Eq. (1)

ΔEp ¼ �173:18 �
X

rp � 0:02 ð1Þ

where ΔEπ is the interaction energy, in kcal mol−1, and
Σρπ is the sum of electron density at all bond critical points
located between stacked molecules, in atomic units. This
relation gave an r2 value of 0.950 and a root mean square
error of just 0.48 kcal mol−1. Similar relations have long
been established for hydrogen bonding, with the electron
density at the H-bond bcp and/or the change in density at
the donor bcp particularly widely used [29, 30].

However, the direct analogue of Eq. (1) would not be
particularly useful, given the errors noted for H-bonds in
Table 1. Instead, we have taken an alternative approach,
whereby BHandH electron density data is plotted against
MP2 interaction energy. This interaction energy was
evaluated for 26 small and medium sized H-bonded
complexes, using counterpoise corrected MP2/aug-cc-

pVTZ methods. This gives rise to the equation shown as
Eq. (2)

ΔEHB ¼ �162:55 � rHB þ 0:44 ð2Þ
where units are the same as for Eq. (1). This correlation has
r2=0.98 and RMSE=1.07 kcal mol−1. In this way, we aim
to reproduce MP2 quality hydrogen bond energies from
BHandH calculated electron densities, by identifying all
intermolecular bcp’s and applying the relevant linear
correlation.

Data for application of these relations is reported in
Table 3: at the literature geometry, agreement for dispersion
bound complexes is reasonable, but less good for H-bonded
and mixed complexes. Performance seems particularly poor
for H-bonded complexes containing multiple H-bonds (i.e.
all except ammonia and water dimers), which can be in
error by almost 10 kcal mol−1. Equation (2) was trained on
simple complexes containing just one H-bond, and clearly
struggles to describe these multiple H-bonded complexes.
Table 3 also contains AIM analysis at the BHandH fully
optimized geometry (see below for details), for which the
performance is rather better, with MAE=1.80 kcal mol−1,
comparable to direct evaluation of interaction energy. This
error is rather constant across the different types of
complexes (1.63, 2.07 and 1.74 kcal mol−1).

The similarity between the slopes of Eq. (1) and (2) are
striking: indeed, within statistical error they are effectively
identical. This suggests that the electron density properties
of non-covalent interactions are similar, no matter the type
of interaction involved. To the best of our knowledge, this

Fig. 1 Plot of BHandH/6-31+G(d,p) (abscissa) vs. literature CBS(T) (ordinate) binding energies (kcal mol−1) for the S22 set of model complexes
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possibility has not been noted before. Such a property
would be highly desirable, since separation of critical points
into H-bond and stacking classes is time consuming and
can be ambiguous. We therefore attempted to combine
models of this form, taking the S22 literature binding
energy as a reference, and testing correlations similar to
Eq. (1), (2) for these. Taking BHandH/6-31+G(d,p)
calculated electron densities, a fit with R2=0.926 and
RMSE=1.78 kcal mol−1 was obtained, while the larger
6-311++G(d,p) basis gave marginal improvement to
R2=0.931 and RMSE=1.72 kcal mol−1. The errors involved
in fitting to the entire S22 dataset are therefore rather worse
than for the individual sets used to train Eq. (1) and (2), but
are comparable to those found for direct evaluation of
interaction energy. As a further test, MP2/6-311++G(d,p)
bcp properties were calculated, giving R2=0.925 and
RMSE=1.78 kcal mol−1. Thus, it seems clear that neither
method nor basis is crucial to calculated electron density
properties, and that BHandH/6-31+G(d,p) is sufficient for
such analysis.

To further investigate these correlations, we employed
the H-bonded nucleic acid pairs of the rest of the JSCH-
2005 database, which includes both experimental and
optimized geometries. A trend was evident for this data,
although the fit quality is not as good as for the S22 data
(R2=0.806, MAE=2.84 kcal mol−1). Including only opti-
mized geometries improved results, lowering the mean

unsigned error by 0.4 kcal mol−1. Closer examination
revealed two distinct trends: one for nucleic acid bases
paired by two H-bonds, and another for base pairs with
three H-bonds. Separating these classes resulted in better
correlation for the doubly H-bonded pairs (R2 = 0.901,
MAE=0.86 kcal mol−1), although this was not the case for
the base pairs with three H-bonds for which a rather poor fit
was observed. However, there is indication that donor (D) –
acceptor (A) patterns within the complexes with three H-
bonds play a significant role in the resulting trends.
Distinguishing the complexes in those following a DDA
pattern and those having an ADA pattern resulted in
separate fits of similar quality, but with significantly
different slopes. From these results it seems that synergy
in H-bond effects might play a role in the resulting binding
energies, and hence that correlations between bcp properties
and binding energies are family dependent.

As well as binding energies, the location of optimal
geometries for complexes involved in non-covalent inter-
actions is an important area, and one for which DFT offers
several advantages. The speed of DFT over MP2+ΔCCSD
(T) will rapidly come to the fore when many optimization
steps are required. First and second derivatives of energy
with respect to nuclear coordinates for DFT methods are

Table 3 Estimated ΔE using Eq. (1) and (2) (kcal mol−1) for the S22
set of complexes

CBS(T) BHandH Hobza
Geometry Geometry

Ammonia dimer -3.17 -2.32 -1.38
Water dimer -5.02 -5.14 -3.42
Formic acid dimer -18.61 -19.37 -14.26
Formamide dimer -15.96 -12.46 -9.50
Uracil dimer -20.65 -15.05 -11.14
Pyridoxine-aminopyridine -16.71 -14.13 -10.14
Adenine-thymine WC -16.37 -15.29 -10.28
Methane dimer -0.53 -0.95 -0.48
Ethene dimer -1.51 -2.60 -1.06
Benzene-methane -1.50 -3.86 -2.42
Benzene dimer -2.73 -2.44 -2.30
Pyrazine dimer -4.42 -3.87 -3.40
Uracil dimer -10.12 -7.13 -7.55
Indole-benzene -5.22 -2.80 -4.58
Adenine-thymine -12.23 -9.32 -10.66
Ethene-ethyne -1.53 -1.11 -0.65
Benzene-water -3.28 -1.91 -0.85
Benzene-ammonia -2.35 -1.07 -0.61
Benzene-HCN -4.46 -1.19 -0.83
Benzene dimer -2.74 -1.75 -1.38
Indole-benzene T -5.73 -1.79 -1.25
Phenol dimer -7.05 -7.93 -4.86

Table 4 Root mean square deviation (RMSD) from literature
geometry and energy difference (|ΔE|) between literature and
BHandH optimized geometries for the S22 set of model complexes

Rigid monomer Full opt |ΔE|
RMSD RMSD
(Å) (Å) (kcal mol-1)

Ammonia dimer 0.11 0.11 0.58
Water dimer 0.08 0.07 0.46
Formic acid dimer 0.05 0.06 0.97
Formamide dimer 0.05 0.06 0.36
Uracil dimer 0.05 0.07 0.07
Pyridoxine-aminopyridine 0.05 0.20 0.76
Adenine-thymine WC 0.07 0.11 0.15
Methane dimer 0.20 0.20 0.35
Ethene dimer 0.13 0.13 0.43
Benzene-methane 0.07 0.07 0.10
Benzene dimer 0.08 0.04 0.07
Pyrazine dimer 0.07 0.05 0.07
Uracil dimer 0.11 0.13 0.03
Indole-benzene 0.14 0.23 0.26
Adenine-thymine stack 0.09 0.09 0.31
Ethene-ethyne 0.12 0.10 0.26
Benzene-water 0.09 0.26 0.54
Benzene-ammonia 0.08 0.10 0.24
Benzene-HCN 0.06 0.06 0.22
Benzene dimer 0.04 0.06 0.09
Indole-benzene T 0.05 0.09 0.23
Phenol dimer 0.67 0.59 0.84
Average 0.11 0.13 0.34
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available in most computational packages, so location and
characterization of minima should be straightforward. Also,
counterpoise corrections are generally much smaller in
single-determinant Kohn-Sham DFT than in ab initio
wavefunction theory: omission of counterpoise corrections
from geometry optimisation would further simplify this
procedure.

Two optimization strategies have been employed: firstly,
a rigid monomer approach, in which both monomers are
fixed at the geometry given by Hobza et al., and only the
six intermolecular degrees of freedom allowed to vary.
Subsequently, a fully flexible optimization including all
intra- and intermolecular parameters was performed. The
first set of data, reported in Table 4, indicates that in 14 of
22 cases, the optimized structure has an RMSD within
0.1 Å of the literature geometry, and in a further seven
within 0.2 Å. Despite the clear overestimation of the
strength of hydrogen bonding, it appears that BHandH
gives a reasonable estimation of the geometry of H-bonded
complexes, with an average RMSD of 0.06 Å for these six
complexes. Only in one case, the phenol dimer, is a rather
large change from literature data observed. This stems from
a change in relative orientation of the rings, as shown in
Fig. 2, in which the interplanar angle changes from 60.5° to
78.2°.

RMSD data for the full optimization of all geometrical
parameters are also included in Table 4. In most cases, these
are identical to or slightly larger than the rigid monomer
values. One case stands out from this trend, namely
benzene-water, in which the orientation of the water
molecule alters to give two O—H...π H-bonds rather than
one, as shown in Fig. 3. As in the frozen monomer case, the
phenol dimer, shows a rather larger change of almost 0.6 Å,

which represents a change in the relative orientation of the
aromatic rings and formation of a C—H...π interaction that
is not present in the literature geometry.

To check the energetic consequences of these geometry
changes, DF-LMP2 calculations of binding energy were
carried out at the literature and fully optimized geometries.
Non-covalent interactions are generally associated with
rather flat potential energy surfaces, such that relatively
large changes in geometry can result in very small energy
changes. Table 4 confirms that this is indeed the case, with
an average difference in binding energy of 0.34 kcal mol−1

between literature and optimized geometries. In general,
energy changes are larger for H-bonded complexes than for
dispersion bound or mixed complexes, despite the smaller
changes in geometry observed. The largest changes are seen
for the dimers of formic acid, which is strongly H-bonded,
and phenol, which undergoes the largest change in
geometry during full optimization. Even these changes are
less than 1 kcal mol−1, and on average the change in energy
is 0.48 kcal mol−1 for all six H-bonded complexes,
compared with 0.20 and 0.35 kcal mol−1 for the dispersion
bound and mixed complexes, respectively.

Initial frequency calculations were performed on
BHandH/6-311++G(d,p) optimized geometries using the
same method and basis set as for the optimization, with the
“ultrafine” grid option for numerical integration selected.
These showed that 14 complexes are true minima at this
level, the remaining eight complexes having one or two
imaginary frequencies. Re-optimization using tight SCF
and force/displacement criteria removed imaginary frequen-
cies for a further two complexes, namely the stacked
indole-benzene and the benzene-HCN complexes. The
number of imaginary frequencies after tight optimization

Fig. 3 Benzene-water geometry
from a) literature, and b)
BHandH/6-311++G(d,p)
optimization

Fig. 2 Phenol dimer geometry
from a) literature, and b)
BHandH/6-311++G(d,p)
optimization
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for each complex is shown in Table 5. The values of the
imaginary frequencies present are generally small, ranging
from 58i to 5i cm-1, and are illustrated in Fig. 4. The
H-bonded ammonia dimer has a single imaginary frequency
(20.5i cm-1), which corresponds to a “rocking” motion of
both ammonia molecules that breaks C2h symmetry and
increases the linearity of the N—H...N hydrogen bond.
Benzene-methane displays two degenerate imaginary
frequencies at 26.4i cm-1, both of which correspond to
rotation of methane relative to benzene, moving C—H off
the C6 axis of benzene to remove the C3 symmetry of the
complex. The stacked uracil dimer has a single imaginary
frequency (15.9i cm-1), consisting of a “rocking” motion of
each uracil to break the C2 symmetry. Benzene-water and
benzene-ammonia both have one imaginary frequency (11.3i
cm-1 and 57.8i cm-1, respectively). In the former, this is a
rotation of H2O away from Cs symmetry, while in the latter
is similar to benzene-methane, moving N–H off the C6 axis
of benzene. The T-shaped benzene dimer displays two
imaginary frequencies (28.6i and 5.1i cm-1), both of which
are rotations of one benzene relative to the other, moving the
donor C–H off the C2 axis of the C2v complex.

This analysis cannot reveal whether the fact that six
complexes are saddle points rather than true minima at this
level is due to the inherent shortcomings of the BHandH

functional, or to the symmetry of the literature geometry. It
is notable that all complexes with imaginary frequencies do
have some symmetry, and that in ref. [4] this is assumed
with no further comment or test. Harmonic frequency
calculation with suitably high-level ab initio methods is a
difficult task, but the speed of DF-LMP2 makes this
feasible, although the lack of analytical second derivatives
means that numerical differentiation is required, limiting
this to smaller complexes at this stage [43]. In the case of
the ammonia dimer, DF-LMP2/aug-cc-pVTZ optimization
and frequency confirms that the literature C2h geometry is
appropriate and hence that BHandH is in error, presumably
due to its tendency to overestimate the strength of
H-bonding. However, benzene-water is a first order saddle
point with DF-LMP2 as well as with BHandH in the
literature Cs geometry, with a similar normal mode of
imaginary frequency corresponding to rotation of water off
the symmetry plane of benzene. A more complete analysis
is underway, and will be reported in a subsequent
publication.

Fig. 4 Displacement vectors for normal modes corresponding to
imaginary frequencies after tight geometry optimization

Table 5 Harmonic frequency analysis for the S22 set of model
complexes

Ammonia dimer #Imag Freq ΔZPVE *

(kcal mol−1)
1 1.77 (1.70)

Water dimer 0 2.51 (2.37)
Formic acid dimer 0 1.67
Formamide dimer 0 2.27
Uracil dimer 0 1.06
2-Pyridoxine…2-aminopyridine 0 0.89
Adenine-thymine WC 0 0.92
Methane dimer 0 0.61 (1.16)
Ethene dimer 0 0.98
Benzene-methane 2 0.54
Benzene dimer stack 0 0.18
Pyrazine dimer 0 0.52
Uracil dimer stack 1 0.97
Indole-benzene stack 0 0.33
Adenine-thymine stack 0 1.12
Ethene-ethyne 0 0.60 (0.71)
Benzene-water 1 0.74 (1.06)
Benzene-ammonia 1 0.70
Benzene-HCN 0 0.60
Benzene dimer T 2 0.34
Indole-benzene T 0 0.43
Phenol dimer 0 1.54

*BHandH/6-311++G(d,p) values at minima following re-optimization,
DF-LMP2/aug-cc-pVTZ values in parenthesis where available
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Following this analysis, each complex with imaginary
frequencies at the BHandH level was perturbed along one
of the associated normal modes, then re-optimised and
harmonic frequencies checked again to ensure a true
minimum (at this level) was located. Changes are generally
very small, reflecting the very flat nature of the potential
energy surfaces associated with non-covalent interactions.
In most cases, the difference in energy between the high
symmetry saddle points and lower symmetry minima is less
than 0.1 kcal mol−1. However, in the T-shaped benzene
dimer a slightly larger change is evident, with a reduction
of 0.23 kcal mol−1 on moving to the lower symmetry case.
This is accompanied by a significant re-orientation of the
complex from C2v to Cs symmetry, as shown in Fig. 5. This
aspect of the benzene dimer’s structure has been noted before
using ab initio and DFT-SAPT (symmetry adapted perturba-
tion theory) methods, and indeed Wang et al. [44, 45]
employed BHandH to check for blue-shifts in C–H stretches
on dimer formation.

Table 5 also reports the calculated change in zero-point
vibrational energy accompanied by complex to the binding
energies (ΔZPVE). For those compounds initially with
imaginary frequencies, this data was calculated at the re-
optimized geometry. This data shows that ΔZPVE is small
for the dispersion bound complexes, values rising above
1 kcal mol−1 only for stacked adenine-thymine, whereas
ΔZPVE values are rather larger for the hydrogen bonded
complexes. This is to be expected, since the force constants
for displacement of hydrogen bonds are generally larger
than for displacement of stacking interactions. Within the
mixed complexes values are small except for the phenol
dimer, which contains a relatively strong O–H...O H-bond.
For selected complexes, the zero-point vibrational energy
corrections were also calculated using the DF-LMP2
method. These are reported in parenthesis in Table 5, and
where comparison is possible the agreement is generally
excellent.

As an independent test of the conclusions drawn on the
basis of Hobza’s S22 dataset, we checked the performance
of BHandH and related methods for the toluene dimer

(Table 6). Structures and binding energies for this complex
in three distinct orientations, termed parallel, antiparal-
lel, and cross, were reported by Wright [46], using
CCSD(T) methods. At the geometries reported in ref.
[31], BHandH overestimates binding, with an average
absolute error of 1.45 kcal mol−1. Scaling these binding
energies following Fig. 1 leads to rather better predictions
(MAE=0.73 kcal mol−1). Importantly, BHandH reprodu-
ces the relative energy of the three forms, indicating that
“antiparallel” is the most stable form, following by the
“cross” form, with the “parallel” orientation the least
stable. Optimization using BHandH again leads to small
changes in structure (RMSD=0.13, 0.21 and 0.14,
respectively) and in energy (0.21, 0.12, and 0.19 kcal mol−1,
respectively using DF-LMP2). AIM results are less accurate,
underestimating binding throughout and, at the literature
geometry, ordering the stability of complexes incorrectly.

Finally, recent work has shown that most common DFT
functionals fail to recover the relative stability of linear and
branched alkanes, a shortcoming that was ascribed to the
poor description of weak interactions, most notably
dispersion, in such functionals [47]. As a simple test of
the performance of BHandH in this regard, geometries of n-
octane and 2,2,3,3-tetramethylbutane were optimized using
BHandH with both 6-31+G(d,p) and 6-311++G(d,p) basis
sets. At these minima, possessing C2h and D3d symmetry,
respectively, the branched isomer is 2.06 (with the smaller
basis set) and 2.93 (larger basis) kcal mol−1 more stable
than the linear one, compared with an experimental value of
1.9±0.5 kcal mol−1. We note that this is in stark contrast to
all other functionals considered in ref. [32], which predict
the linear form to be the more stable one, with errors
compared to experiment and/or ab initio data of between 5
and 12 kcal mol−1.

Conclusions

We have tested the performance of a simple hybrid
density functional for description of non-covalent inter-
actions, using a database of high-level ab initio results as
the principal benchmark. As has been noted before,

Fig. 5 Re-optimized geometry
of “T-shaped” benzene dimer

Table 6 Binding energy for three orientations of toluene dimer
(kcal mol−1)

CCSD(T) BHandH BHandH AIMa AIMb

unscaled scaled

Parallel -2.71 -3.79 -3.27 -2.18 -1.27
Antiparallel -3.47 -5.40 -4.48 -2.69 -1.68
Cross -3.24 -4.58 -3.87 -2.91 -1.25

a At literature CCSD(T) geometry;
b At BHandH optimized geometry
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BHandH consistently overestimates the strengths of
hydrogen bonds, but performs rather better for dispersion
bound and “mixed” complexes. The errors associated with
this method can be ameliorated somewhat by scaling of
calculated interaction energies, but cannot be improved
overall by altering the make-up of the exchange-correla-
tion functional. We note that all tests presented here are
for dimers; it is possible, likely even, that the errors
associated with approximate DFT methods such as
BHandH may accumulate for larger systems, such as
trimers or tetramers. In the absence of reliable benchmark
data for these, this cannot be tested, but should be borne in
mind for applications of such methods. Empirical relation-
ships between electron density properties and interaction
energies were tested using the same database, and resulted
in similar overall accuracy. Patterns for complexes con-
taining multiple hydrogen bonds were also identified, with
markedly different relations depending on whether donor
and acceptor atoms are located in the same or different
molecules.

The utility of the BHandH functional as a practical
method for geometry optimization and harmonic fre-
quency calculation was also tested, and shown to give
reasonable results in almost all cases, with an average
root mean square deviation from literature geometries of
0.11 Å. The difference in energy between literature and
BHandH optimized geometries was tested using ab initio
DF-LMP2 methods, and found to be less than 1 kcal mol−1

in all cases, and 0.34 kcal mol−1 on average. In six out of
22 cases, the optimized geometries that result were found
not to be true minima if the point group symmetry of
literature structures is conserved. For one complex, this
seems to be an artifact of the shortcomings of BHandH,
but for another two this is supported either by literature
studies or by ab initio data: tests for the remaining
complexes are ongoing. Such analysis also allows us to
simply calculate the zero-point correction to interaction
energies, an important point for comparison with experi-
ment. Finally, the same methods were tested against high-
level data for three isomers of the toluene dimer, and for
two isomers of octane, confirming the overall conclusions
gleaned from the larger database.
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